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Pressure tuning of the thermal conductance of weak interfaces
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We use high pressure to reveal the dependence of interfacial heat transport on the stiffness of interfacial
bonds. The combination of time-domain thermoreflectance and SiC anvil techniques is used to measure the
pressure-dependent thermal conductance G(P ) of clean and modified Al/SiC interfaces at pressures as high as
P = 12 GPa. We create low-stiffness, van der Waals–bonded interfaces by transferring a monolayer of
graphene onto the SiC surface before depositing the Al film. For such weak interfaces, G(P ) initially increases
approximately linearly with P . At high pressures, P > 8 GPa, the thermal conductance of these weak interfaces
approaches the high values characteristic of strongly bonded, clean interfaces.
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I. INTRODUCTION

Heat transport across interfaces is characterized by the inter-
face thermal conductance G, defined by J = G�T , where J

is the heat flux and �T is the temperature drop at the interface.
The interface thermal conductance plays a critical role in
controlling thermal conduction in nanostructures,1 nanoscale
composites,2,3 and superlattices.4 For example, a high density
of interfaces can reduce the effective thermal conductivity of
materials below the amorphous limit5,6 and therefore may find
applications in improving thermoelectric energy conversion.7

The acoustic mismatch model (AMM) and diffuse mis-
match model (DMM) are often used to predict and interpret
the interface thermal conductance G.8,9 These models assume
that G is a consequence of only the lattice dynamics of the
bulk materials on each side of the interface; changes in the
bonding and vibrational density of states of atoms adjacent to
the interface are not explicitly accounted for in these models. In
the AMM, the phonon transmission at the interface is derived
from differences in acoustic impedances, i.e., products of the
mass density and speeds of sound. The larger the mismatch in
acoustic impedance, the smaller the value of G. The DMM, on
the other hand, assumes that strong phonon scattering occurs
at the interface and that phonon transmission is controlled by
the phonon densities of states in the materials on either side of
the interface. In the DMM, the more dissimilar the densities
of phonon vibrational states, the lower the value of G.

The effects of interface bonding on interface thermal
transport10–16 have been discussed for many years. For ex-
ample, enhanced interface bonding between Pb and diamond
was considered as a mechanism leading to the anomalously
high thermal conductance of Pb/diamond interfaces.14 Young
and Maris15 used a computational lattice-dynamics model to
show that phonon transmission at an interface is reduced when
the force constant of the bonds connecting atoms on the two
sides of the interface is smaller than the force constants acting
between atoms within the bulk of the materials on the two
sides of the interface. Also using a lattice-dynamics theory,

Pettersson and Mahan showed that, due to weakened interface
bonding, the thermal conductance of dissimilar lattices is
lower than when the lattices match.16 Recent molecular dy-
namics simulations have confirmed that low interface stiffness
can significantly suppress thermal transport.10,11 Analytical
approaches12,13 have also been developed to include the effects
of weak interface bonding. In these models, in the limit of
extremely weak interfaces, G scales with the square of the
interface force constant; at high interface stiffness, G saturates
at the value predicted by the AMM.

The interface stiffness S relates an applied stress τ to the
discontinuity in displacement �u that is generated by that
applied stress, τ = S�u.17 In general, the interface stiffness
has normal SL and transverse ST components corresponding
to the normal and shear components of the stress, although we
do not distinguish between SL and ST here. If the interface
is diffuse on the atomic scale, i.e., if the interface is not
abrupt, then the interface stiffness can be defined by the excess
displacement at the interface in a manner similar to how surface
excess quantities are defined in surface thermodynamics.

High-pressure environments enable continuous tuning of
the lattice dynamics of materials through the anharmonicity of
atomic or molecular bonds.18 In the experiments described
here, high pressure allows us to systematically vary the
interface stiffness S and directly observe the role of weak
interface bonding on the suppression of thermal conductance
G. By analogy with the elastic constants of materials, we
expect S of a weak interface to increase linearly with pressure
P with the functional form S(P ) = S0 + S1P . Anvil cell
techniques19,20 can easily generate the high pressures, typically
P ∼ 10 GPa, needed to increase the small force constants
characteristic of van der Waals interactions to values more
typical of strong chemical or ionic bonds.21

II. EXPERIMENTAL DETAILS

We prepared three types of interfaces that span the
range from strong to weak: (1) a clean Al/SiC interface,
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(2) Al deposited on the native oxide of SiC, and (3) a
similar interface containing a monolayer of graphene, i.e.,
Al/graphene/SiOx/SiC. The first type of interface, the clean
interface, was prepared by placing a SiC anvil in a small,
shallow hole drilled in a thin graphite plate and subsequently
electrically heating the graphite plate to ≈1300 K for 30 min
at a pressure of ≈5×10−7 torr. The temperature of the graphite
heater was measured by optical pyrometry. After allowing the
SiC anvil to cool to near room temperature, an 80-nm-thick
Al film was deposited in situ by magnetron sputtering without
exposing the sample to air.

We deposited an 80-nm-thick Al film on the native oxide
of the as-received SiC anvil at room temperature to form
an Al/SiOx/SiC interface of the second type mentioned
previously. The thickness of the native oxide on the as-received
SiC anvil, ≈1 nm, was determined by the ratio R ≈ 3 of
the integrated intensities of Si-C to Si-O peaks in the Si 2p
x-ray photoelectron spectrum.22 (The photoelectron current
was measured at normal incidence.)

We also studied “weak” interfaces of the third type, which
incorporate a monolayer of graphene between the Al and the
native oxide layer on SiC. Monolayer graphene was first grown
on a Cu foil by chemical vapor deposition (CVD).23 We
then spin coated a 250-nm-thick poly(methyl methacrylate)
(PMMA) layer on one side of the Cu foil, etched the other side
of the foil in an O2 plasma to remove the extra graphene
film, and etched the Cu foil in aqueous ferric chloride.23

The PMMA and graphene were rinsed in deionized water
and transferred to the SiC anvil. After the PMMA carrier
layer was removed using a 1:1 methylene chloride/methanol
solution, the sample was annealed at ≈670 K for 1 h at
atmospheric pressure using a gas flow of 500 sccm of H2

and 500 sccm of Ar to remove organic contaminants. We
performed Raman spectroscopy to characterize the number
of layers of the graphene transferred on the SiC anvil; the full
width at half-maximum (FWHM) of the 2D peak of graphene,
≈34 cm−1, confirms that the graphene is monolayer.24 (Bilayer
graphene is easily distinguished from monolayer graphene by
a significantly larger FWHM of ≈60 cm−1.24)

We prepared two variants of weak type (3) interface
samples. For the first one, we transferred the CVD-grown
graphene directly to the as-received SiC anvil, as described
previously. We also prepared a second variant of the sample
to test the dependence of the thermal conductance on the
thickness of the native oxide layer. For this second sample,
the as-received SiC was first cleaned at high temperatures
as described previously and then exposed to ambient air for
≈24 h. X-ray photoelectron spectroscopy data showed that the
thickness of the regrown native oxide layer was ≈0.5 nm. For
both weak interface samples, the graphene-covered SiC anvil
was heated to ≈420 K to remove volatile contaminants before
depositing Al.

We pressurized the SiC anvil cells by loading the cell
with Ar or H2O as the pressure medium. The pressure was
determined by ruby fluorescence.25 The thermal conductance
G of Al/SiC interfaces was measured by comparing
time-domain thermoreflectance (TDTR)1,26,27 data obtained
at room temperature with calculations using a thermal model
that takes into account the heat flow through the interface
layer and into the SiC substrate, as well as the heat flow

into the pressure medium.28–31 The thermal model contains
several parameters—laser spot size (w0 ≈ 6.5 μm) and the
thickness, heat capacity, and thermal conductivity of each
layer—but the thermal conductance of Al/SiC interfaces is
the only significant unknown. The thickness of the Al film
hAl at ambient pressure was determined for each sample by
picosecond acoustics.32 We calculated the changes in hAl

under pressure by assuming that the Al film adheres well to the
SiC anvil surface and that the Al film deforms plastically;33 hAl

decreases by 5.4% at 5 GPa and 9.4% at 10 GPa. Our estimate
of the pressure dependence of the volumetric heat capacity
of Al is described in Ref. 20. For an 80-nm-thick Al film, the
heat capacity per unit area is hAlC = 1.94×10−5 J cm−2 K−1

at ambient conditions and decreases by 4% at 10 GPa.

III. RESULTS AND DISCUSSION

Example TDTR data for type (2) Al/SiOx/SiC interfaces
and fits to the thermal model are shown in Fig. 1. The ratio
Vin/Vout decreases faster as the applied pressure increases,
indicating that the interface thermal conductance increases
with pressure. The overall uncertainty in the measurements
of G is <8% and is dominated by the uncertainty in the
thickness of the Al film. In our sample geometry, most of
the heat deposited by each pump optical pulse flows into
the high thermal conductivity SiC anvil and only a small
fraction of the heat flows into the low thermal conductivity
pressure medium; consequently, the results are relatively
insensitive to the thermal conductivity and heat capacity of the
pressure medium and uncertainties in these thermal properties
propagate to less than an ≈2% error in G.

Figure 2(a) shows the pressure dependence of the ther-
mal conductance G(P ) of the various Al/SiC interfaces
we have studied. The thermal conductance of the clean
Al/SiC interface (open circles) at ambient pressure is high,
G ≈ 200 MWm−2 K−1, and is weakly dependent on
pressure. (The thermal conductance of interfaces in Al/SiC
metal–matrix composites was previously found to be
G ≈ 150 MWm−2 K−1 using thermal conductivity measure-
ments as a function of SiC particle size and analysis of the data

FIG. 1. Example data (open symbols) for TDTR measurements
on Al/SiOx/SiC interfaces and fits (solid lines) to the thermal model
as described in Refs. 28–31. Data and fits are labeled by the pressure.
The interface thermal conductance is enhanced by the increasing
pressure.
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FIG. 2. (a) Pressure dependence of the thermal conductance
G(P ) of various Al/SiC interfaces. G(P ) of the clean Al/SiC
interface (open circles) is weakly dependent on the pressure. By
contrast, G(P ) of the weak interfaces Al/SiOx/SiC (solid circles) and
Al/graphene/SiOx/SiC (open and solid triangles) increases rapidly
with pressure due to the increasing interface stiffness and approaches
the value of the clean Al/SiC interface at P > 8 GPa. The thickness
of the native oxide on SiC for solid triangle data, ≈1 nm, is twice as
thick as that for the open triangle data, ≈0.5 nm. The DMM prediction
of G(P ) of the Al/SiC interface is shown as the dashed line for the
truncated model (DMMT ) and as a dashed-dot line for the full Debye
model (DMMF ). (b) G(P ) of weak interfaces in the low pressure
regime. The symbols for each interface are the same as in (a).

by effective medium theory.34) This result is consistent with
our assumption that deposition of Al on clean SiC creates a
strongly bonded interface with high interface stiffness.

We compare our data for G(P ) to the predictions of
two versions of the DMM: a calculation using a full Debye
phonon density of states (DMMF ); and a calculation in which
the Debye density of states is truncated at the frequencies
of the zone boundary phonons (DMMT ). An illustration of
these models is given in Fig. 3. In both calculations, we
allow conversion of the polarization of phonon modes at the
interface. The full Debye model typically overestimates the
DMM interface conductance near room temperature because
the reduction of the phonon group velocity at high wavevectors
is not taken into account; this reduction in phonon group
velocity suppresses contributions to the interface conductance
from high-wavevector phonons.35,36 The truncated model is
similar to that described in Ref. 37 in that we assume linear

FIG. 3. Illustration of the acoustic phonon dispersions in Al in the
[111] direction and in SiC in the [0001] direction. (a) The full Debye
model (DMMF ) assumes linear phonon dispersions (solid lines)
across the Brillouin zone. (b) In the truncated Debye model (DMMT ),
the phonon dispersions (solid lines) are assumed to be linear and
truncated at cutoff frequencies determined by the frequencies of each
phonon mode at the zone boundary. An illustration of the experimental
phonon dispersions in Al and SiC are shown as dashed curves. L and
T denote the longitudinal and transverse modes, respectively.

phonon dispersions in Al and SiC and set the longitudinal
and transverse cutoff frequencies using the frequencies of
each acoustic phonon mode at the Brillouin zone boundary
in the [111] direction for Al38 and [0001] direction for SiC.39

We also assume that the pressure dependence of the cutoff
frequencies scales with the Debye frequencies of Al and SiC at
high pressures. The truncated model underestimates the DMM
interface conductance because contributions to heat transport
by short-wavelength phonons are omitted. Thus, we believe
that these two model calculations, DMMF and DMMT , would
bracket the DMM conductance that would be calculated if
phonon dispersion could be taken into account accurately.

The experimental results for the clean type (1) Al/SiC lie
slightly above the DMMT calculation and are a factor of ≈3
smaller than the DMMF calculation at all pressures [Fig. 2(a)].
The pressure dependence of the data is also similar to the
pressure dependence predicted by the models. The calculated
G(P ) using DMMT has a rate of change with pressure,
dG/dP ≈ 6 MW m−2 K−1 GPa−1, that agrees closely with
the experimental average slope for the clean Al/SiC interface,
dG/dP ≈ 4.5 ± 1 MWm−2 K−1 GPa−1.

Also shown in Fig. 2(a) are data for the type (2)
Al/SiOx/SiC interface, which shows strikingly different be-
havior. At ambient pressure, G ≈ 55 MW m−2 K−1, a factor
of 4 smaller than G of a clean Al/SiC interface. Moreover,
G(P ) of the Al/SiOx/SiC interface increases dramatically
with pressure before approaching the value of a clean Al/SiC
interface ≈200 MWm−2 K−1 at P > 8 GPa. We attribute such
behavior of G(P ) of the weak Al/SiOx/SiC interface to low
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interface stiffness at low pressure that strongly suppresses heat
conduction at the interface.

The low thermal conductance and strong pressure depen-
dence of the Al/SiOx/SiC structure is surprising because the
thermal conductance of interfaces formed by the deposition of
Al on the native oxide of Si is typically >100 MW m−2 K−1.
The thermal conductivity of the native oxide of SiC would
have to be <0.1 W m−1 K−1, an unphysically small value for
an amorphous oxide, to produce such a small conductance. We
can only speculate that the interface between the native oxide
of SiC and SiC itself is in some sense weakly bound, perhaps
due to the formation of carbonaceous layers at the interface.40

To examine the behavior when the interface stiffness is
reduced further, we now turn to the type (3) samples described
previously, with a layer of graphene inserted at the Al/SiOx

interface. The inclusion of graphene at the interface decreases
G at ambient pressure by an additional factor of ≈2. The open
triangles in Fig. 2 are G(P ) of Al/graphene/SiOx/SiC with a
0.5-nm-thick native oxide layer grown on precleaned SiC, and
the solid triangles are G(P ) of Al/graphene/SiOx/SiC with
the 1-nm native oxide layer of the as-received SiC anvil. The
data for the 1-nm oxide layer are slightly lower than the data
for the 0.5-nm oxide layer over the entire range of pressure,
indicating that the thicker oxide layer creates a small additional
thermal resistance.

The addition of graphene to the interface affects the thermal
conductance compared to the Al/SiOx/SiC sample but only at
lower pressures of P < 6 GPa. We attribute this observation
to weak van der Waals bonding at graphene interfaces and,
consequently, the low stiffness of the Al/graphene/SiOx

interface. As the low stiffness of the van der Waals bonding
increases with pressure and becomes comparable to the
stiffness of the Al/SiOx/SiC structure, the effect of the
inserted graphene layer on the thermal conductance becomes
insignificant.

Data for G(P ) shown in Fig. 2 include measurements for
both increasing and decreasing P . The lack of any obvious
hysteresis shows that changes in the interface stiffness under
pressure are reversible.

At P < 6 GPa, G(P ) of weak interfaces increases approx-
imately linearly with pressure with a functional form G(P ) =
G0 + G1P [Fig. 2(b)]. The data for G(P ) approach the values
for the clean Al/SiC interface at P > 8 GPa. The overall
behavior of G(P ) is consistent with the results of molecular
dynamics simulations on qualitatively similar interfaces.10,11

We point out, however, that the phenomenological linear
relationship between G and P in the low pressure regime is
not a simple consequence of the linear increase in interface
stiffness S with pressure. Increasing pressure causes S to
increase and a higher value of S increases the characteristic
frequency that separates low-frequency phonons with high
transmission coefficients from high-frequency phonons with
low transmission coefficients.41 Therefore, as the stiffness in-
creases, the average phonon transmission coefficient increases
and eventually approaches a large value when the majority of
the distribution of heat-carrying phonons is able to scatter at
the interface.

Pressure tuning of the interface bonding over a broad range
of stiffness demonstrates that interface stiffness dominates
the thermal transport at weak interfaces but plays a minor
role for strong interfaces. An analytical treatment of a
simple one-dimensional model of two semi-infinite chains of
masses connected by springs and forming a point junction
demonstrated that the transmission coefficient of phonons
dominating thermal transport is approximately proportional
to the interface force constant and saturates when the interface
springs are of similar stiffness to the stiffness of bonds in the
bulk of the materials.41
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